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15 10 (5) 71.82% 71.80%

74 24 (50) 74.11% 80.67%

106 26 (80) 76.73% 81.44%

212 − 77.76% −

1175 − 77.50% −

1961 − 77.28% −

5104 − 76.28% −

We propose a method to discover family photos from group photos using discriminative subgraphs. We represent an image to a graph with social
contexts such as age, gender, and face position. We consider frequent subgraphs from all group photos as features for classification. Numerous
subgraphs, however, result in the high dimensions, some of which are not discriminative. To address this issue, we adopt a state-of-the-art frequent
subgraph mining technique to remove non-discriminative subgraphs. Our method shows approximately 4%~6% higher classification accuracy in
lower feature dimensions compared to the previous method.
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• Family vs. non-Family classification 
using SVM-linear

• More 1,073 photos than previous one
• Comprehensive family types
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Discriminative Frequent Subgraph Mining

Algorithm

Input   : Graph set ɠ, optional threshold ߪ
Output: Set of discriminative frequent subgraphs ܵற

1: ܵற ൌ 	∅
2: ܵ ൌ best subgraph for ݍ 	ܵற ∪ 	ܵ	 	 // gSpan call
3: if ݍ 	ܵற ∪ 	ܵ	 	 	 ݍ ܵற	 , then 
4:    ܵற ൌ ܵற ∪ 	ܵ	 // ܵ is an improvement
5:    goto 2
6: return ܵற
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* Graph G is the type of DFS codes based on lexicographic order
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