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Modeling Microsurface
• Add tangent facet that compensates for the perturbed normal 

such that the average normal of the microsurface remains the
geometric normal.

[1] Microfacet-based Normal Mapping

Tangent 
normal

Perturbed normal 
(shading normal)



SVBRDF
• Compute a combination of scratch BRDFs weighted by area:

[2] Scratched Materials and SV-BRDF



Introduction

• Creating images with high samples per pixels (spp) takes a lot of time

• Cut down time by creating low samples images → Noisy

• De-Noising techniques

128spp 8192spp
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Non-Local Neural Networks
NIPS 2018



Introduction

1. Problem



CNN for Denoising

Convolutional Neural Network

• VGG



CNN for Denoising

Convolutional Neural Network

• VGG
The FC(Fully connected) layer lose every 
local feature which is important for the 
image data.



CNN for Denoising

Convolutional Neural Network

• FCN
Fully Convolutional Network is the network 
that has the convolutional layer only. 

• Since the FCN does not lose the Local 
Feature, most of the Computer Vision tasks 
has been used the FCN structure.



CNN for Denoising

Convolutional Neural Network

• Many denoising models such as KPCN and 
RDA use the FCN 



Recalibrate Features?
• Global Representation
• Global Context
• Long-range Dependencies
• Shorter Paths



Approach 

1. Motivation

2. Approach





Slides from BIL 717 Image Processing 2012 
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• Average Similar Pixels
• Do not Average non-Similar Pixels

Problem)
Not Enough Similar Pixels in LOCAL REGIONS
Get More Samples in Non-LOCAL REGIONS



Slides from BIL 717 Image Processing 2012 
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Slides from BIL 717 Image Processing 2012 
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Another Representation of Non-Local Pixels
= Weighted Sum of All Pixels with Similarity

+Learning…
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• Gaussian 𝑓 𝑥𝑖, 𝑥𝑗 = exp(𝑥𝑖
𝑇 ∙ 𝑥𝑗)

• Embedded Gaussian 𝑓 𝑥𝑖, 𝑥𝑗 = exp(𝜃(𝑥𝑖
𝑇) ∙ 𝜙(𝑥𝑗))

• Dot Product 𝑓 𝑥𝑖, 𝑥𝑗 = 𝜃(𝑥𝑖
𝑇) ∙ 𝜙(𝑥𝑗)

• Concatenation 𝑓 𝑥𝑖, 𝑥𝑗 = 𝑅𝑒𝐿𝑈(𝑤𝑓
𝑇 𝜃(𝑥𝑖) ∙ 𝜙(𝑥𝑗) )
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For Feature Extraction
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Another Representation of Non-Local Pixels
= Weighted Sum of All Pixels with Similarity

+ Learning?
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Experiments

1. Experiments



Noise2Noise: Learning Image Restoration 
without Clean Data

ICML 2018



Introduction

1. Problem



Introduction – Problem 

• Creating images with high samples per pixels (spp) takes a lot of time

• Cut down time by creating low samples images → Noisy

• De-Noising techniques

128spp 8192spp



Additional Approach

Additional Approach

• Noise2Noise 
N2N is the current state of the art model 
for the single RGB denoising problem.

• We will try to merge N2N and KPCN 
model if we have enough time. 

Model

Model

[Lehtinen et. al. 18] Noise2Noise: Learning Image Restoration without Clean Data, ICML2018

Supervised Learning

Noise2Noise



Problem

Current Denoising

• Current models take the noisy input and  
learns to produce the clean target. 

[Lehtinen et. al. 18] Noise2Noise: Learning Image Restoration without Clean Data, ICML2018

Model

Supervised Learning

Noisy Image Clean Image



Problem

Current Denoising

• However, in some cases, getting a clean image target 
with zero noise (Ground Truth) is impossible. 

• Medical image such as MRI scan, Montecarlo
rendering image are one of those cases. 

[Lehtinen et. al. 18] Noise2Noise: Learning Image Restoration without Clean Data, ICML2018

Montecarlo
Rendering 

GT

Target

GT

Target

MRI scan



Problem

Current Denoising

• In these cases, normal supervised learning method is 
not the best because the target itself is noisy. 

[Lehtinen et. al. 18] Noise2Noise: Learning Image Restoration without Clean Data, ICML2018

Montecarlo
Rendering 

GT

Target

GT

Target

MRI scan



Approach 

1. Motivation

2. Approach



Motivation

Current Denoising

• How the RGB camera get clean image? 



Motivation
Current Denoising

• If the camera sensor shot only one time, the image 
must be noisy too. 

• However, the camera takes many shot during the 
exposure time, and take average of the color value 
after the filtering. In this way, we can remove the 
noise of the image. 

X    100    =



Motivation
Current Denoising

• Therefore, when the camera get not enough 
number of light signal (short exposure), the 
camera will produce the noisy image. 

X    10    =



Motivation
Current Denoising

• This method is possible because the random noise 
on the camera sensor is Zero mean 

X    100    =



Approach

Supervised Denoising

• Current models take the noisy input and  
learns to produce the clean target. 

[Lehtinen et. al. 18] Noise2Noise: Learning Image Restoration without Clean Data, ICML2018

Model

Noisy Image Predicted Image

GT

Predict



Approach

Supervised Denoising

• The model take difference between the  
target and prediction for the loss value.

[Lehtinen et. al. 18] Noise2Noise: Learning Image Restoration without Clean Data, ICML2018

Model

Noisy Image Predicted Image

GT

Predict

Loss



Approach

Supervised Denoising

• The model take difference between the  
target and prediction for the loss value.

GT

Predict

Loss

Model



Approach

Supervised Denoising

• However, in some cases, there is no GT 
target.

GT??

Predict

Loss

Model



Approach

Unsupervised Denoising

• Therefore, instead of predicting the clean 
target, N2N infer another noisy data.

Predict

Loss

Model



Approach

Unsupervised Denoising

• If the mean of the noise is zero, the average 
of the gradients that model takes is same with 
the gradient to the ground truth.

Predict

Loss

Model

GT



Approach

What’s the difference with taking average 
directly from noisy images?

• In order to get a meaningful ground truth,
large number of images are required. N2N
learn to find the mean value with only few
random samples.

Predict

Loss

Model

GT

GT



Experiments

1. Experiments



Experiment

Characteristics of N2N

• During the training, the N2N model cannot succeed
in transforming one instance of the noise to another. 
Therefore, the training loss does not decrease well. 

• However, It shows almost similar performance with 
supervised model at the test accuracy.

[Lehtinen et. al. 18] Noise2Noise: Learning Image Restoration without Clean Data, ICML2018



Experiment

Removing texts

• The ‘clean target’ below means the Supervised learned model with 
clean data, and rest of the results are produces by N2N.



Experiment

Monte Carlo rendering denoising

• The ‘clean target’ below means the Supervised learned model with 
clean data, and rest of the results are produces by N2N.

• It takes 9 channel (RGB, RGB albedo, 3D normal vector of each pixel)



Additional Approach

Additional Approach

• Noise2Noise
N2N is the current state of the art model
for the single RGB denoising problem.

• We will try to merge N2N and KPCN
model if we have enough time.

Model

Model

[Lehtinen et. al. 18] Noise2Noise: Learning Image Restoration without Clean Data, ICML2018

Supervised Learning

Noise2Noise



Thank You!
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