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NeRF: Representing Scenes as Neural Radiance Fields for View Synthesis

Neural Rendering?

Exp|icit, Paradigm 1:
Narrow pqrqdigm Of “The neural network is a
"neurql rendering" black box that directly

renders pixels”

Paradigm A:

“The neural network is a
black box that models the

N R F geometry of the world, and
e a (non-learned) graphics

engine renders it”

Rendering
Engine

Jon Barron, EGSR 2021 Keynote

“Scene Representation”
“Implicit Representations”
Martin-Brualla et al.. NeRF in the Wild, CVPR 2021

Recently, both are called “neural rendering”



NeRF: Representing Scenes as Neural Radiance Fields for View Synthesis

Introducing NeRF

Method
Neuradl network based differentiable volume Rendering

What to solve
View synthesis
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Problem Definition: View Synthesis

Rendering at the novel view point with given images

Input images
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Render
novel view image

(=Not observed)

It's straightforward if we have scene geometry and light

But it's challenging in the real world!
Instead, we can easily capture images
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Solving View Synthesis

Reconstruct geometry
(mesh, voxel) with texture

Images & poses DeepVoxels

a— a—

Testing Novel Views

EET- ¢

DeepVoxels
[Sitzmann et al., CVPR 2019]

Optical flow Proxy fitting Rendering

(Section 3.2.5) (Section 4) (Section 3.3)

Omniphotos
[Bertel et al., SIGGRAPH Asia 2020]

High-dimensional images Reconstruct
(MPI, MSI, Light field) implicit representation

Reflectance coefficients

\Yl\_ S U — Target Image
A a ko kl k]v Multivi apture (Section 8) Encoder + Decoder (Section 4+5)  Ray Marching (Section 6) End-to-end Training (Section 7
X Vo Neural basis functions E‘ E] . D
; 2 syt
s - g Ty . DWH =
NeX Neural Volume
[Wizadwongsa et al., CVPR 2021] [Lombardi et al., SIGGRAPH 2019]

J;? 5D Input Output
i ==\ Position + Direction Color + Density
T i (x3z.64) —(RGBo
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Multi-Sphere Image Layered Mesh
Calibration & DeepView " Texture Atlasin, g & Lightweight
™ Color Correction }—>’ Inference LayetiRsduction H.264 Compression Rendering

Preprocessing View Interpolation Compression View Synthesis

Light Field Video NeRF
[Broxton et al., SIGGRAPH Asia 2019]
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Contributions

5D neural radiance fields, parameterized as basic MLP networks

differentiable rendering volume rendering

positional encoding

high-frequency scene content
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NeRF Overview

Recall: Neural network based differentiable volume rendering

[ will explain this way

<
Neural :
5D Input Network Output Volume Rendering
Position + Direction Color + Density Rendering Loss
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Concept of Volume Rendering
A

(.. A
Discretized
Cloud, smoke, fog, ... “Volume”

O

Sample O

O
O © s

What we see O
= Mixed samples

Originally proposed in ~1980s
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Volume Rendering

: \ ..\ —
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: \
~
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Ray casting Sampling Shading Compositing
(Color & density)

https://en.wikipedia.org/wiki/Volume _ray_casting
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Volume Rendering is Differentiable

[MGX, Optical Models for Direct Volume Rendering, IEEE TVCG 1995]
[Max et al., Local and Global lllumination in the Volume Rendering Integral, 2010]

N ;. distance of light segment, t;,; — ¢t; @
C(r) = E Tiaici c;: color of sample ¢;
=1

sample ;41
g;: density of sample ¢; y

sample t;
a; = 1 —exp(—0;6;) :compositing value |
-1
T; = exp| — Z 0;6; | : accumulated transmittance
j r=o+td

Nothing but exponential, add, multiply

Digression: Path tracing also can be differentiable, but requires complex math [Zhang et al,, SIGGRAPH 2020]
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Now What We Need?

Color & density at these points = Neural network

\ ~
|

Shading
(Color & density)
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Neural Network
Simple MLP (Multi-Layer Perceptron) is enough

(x,,2,0,0) — |:||:||:|—> (RGBo)

x. Position (x,y, z) 7(x)
d: Direction (6, ¢) 60
+ o
v(x)
60 —>» 256 —» 256 —>» 256 —» 256 —» 256 —» 256 —>» 256 —» 256 256 —» 128 ---» RGB

v(d)

y()
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Positional Encoding

Also called Fourier features

2L—1 2L—1

7p), cos( 7rp))

[Tancik et al.,, NeurlPS 2020]
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'With Fourier features

(a) Coordinate-based MLP (b) Image regression  (c) 3D shape regression  (d) MRI reconstruction  (e) Inverse rendering

(z,y) — RGB (z,y,%2) — occupancy (z,y,2) = density  (z,y,z) — RGB, density

« This enables NeRF to reconstruct both high frequency and low frequency details
- Later, more details are analyzed at [Tancik et al, NeurlPS 2020]
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Training Pipeline

Positional encoding Differentiable
Train sample Neural Network Volume
= Each pixel Renderlng/\i_oss
Ray 1 2
e ¥l B -ct.

2

-g.t.

Ray Distance .

2

Back propagation

Train neural network that implicitly encode scene representation

“Neural radiance fields” ng
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Neural Radiance Fields

&/v Returns out going radiance \/ v

@ any 3D point, direction

" Differ b
direction
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Results

Video frames are made by view synthesis

https:/ /[www.matthewtancik.com/nerf



https://www.matthewtancik.com/nerf

NeRF: Representing Scenes as Neural Radiance Fields for View Synthesis

Diffuse Synthetic 360°

_41.

Results

Realistic Synthetic 360°

Real Forward-Facing |28

Method PSNRT SSIMt  LPIPS| | PSNRT SSIMT LPIPS] | PSNRT SSIM{T LPIPS]
SRN [42 33.20  0.963 0.073 22.26  0.846  0.170 22.84  0.668  0.378
NV [24 29.62  0.929 0.099 26.05 0.893  0.160 - - -

LLFF 28] | 34.38  0.985 0.048 2438 0911 0.114 24.13  0.798  0.212
Ours 40.15 0.991 0.023 31.01 0947 0.081 | 26.50 0.811 0.250

Ground Truth

NeRF (ours)

LLFF

SRN
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NeRF Problems & Improvements

Slow speed
-> , Plenoxels, FastNeRF, ...

Scale dependency (aliasing effect)
> ,

Requires accurate camera calibration
> NeRF in the Wild, BARF, NeRF--, ...

Cannot handle dynamic scenes [ moving objects.
-> , , NeRFlow, D-NeRF, ...
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*Some figures are excerpted from the original paper
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Problems of NeRF

Slow speed
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Why This Happens?

NeRF
‘ o for each image
S for each pixel (800, 800)
‘ ‘eee for each sample (256)
Eval NeRF network
526,688 weights t

d

You have to sample densely in R>
~163 million neural network evaluation [/ 1image

Angjoo Kanazawa, Real-time rendering of NeRFs with PlenOctrees, ICCV 2021 Workshop
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Introducing Plenoxels

5D Input Output Volume Rendering
Position + Dirpettorm ©qlor + Density Rendering Loss
o - r /_h-gt ’
NeRF :
Ray 2 /-\ 2
|| -g.t.
2
Ray Distance
. v
Without neural network
R Predicted
o . - ) X Color
B " ‘. g x Ray Distance
P I e n Oxe | S /-: ;. | : . / 9 c¢) Volumetric Rendering
ek ~— 9 .
i . minimize L, econ + AoTV
' - {U’G}
Training :

I
mage d) Optimization

Voxel grid + interpolation + «
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Contributions

without neural networks
reducing optimization time

voxel grid

Plenoxel
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Plenoxels Overview

E 00029 %9 Spherical

VS 09O 008 .
I ,;_\: eé‘::_' eé‘w Harmonics

i . Predicted

. e ) - o g, < Color

: =7 | AR

b Ray Distance

/ @ c) Volumetric Rendering

mimmize Lrceon + ALTV
{o.@}
Training ¢ b

Image Ce .
a) Sparse Voxel Grid b) Trilinear Interpolation d) Optimization
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Without Neural Network?

NeRF: Color & density at these points = Neural network

Interpolate these « Other ways?
grid values

@

I I I 1 1 1 I | I I 1 I | [ 1 | I | | |
Ray casting Sampling Shading

(Color & density)



Plenoxels; Radiance Fields without Neural Networks

Recall: Bilinear Interpolation

How can we get intermediate color with given image grid?

Interpolation (bilinear): super simple, super fast

o=ox M+ ox PN + 0xI+ ox.
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Voxel Grid Interpolation

So, can we do this in 3D? =» Yes, trilinear interpolation

Color = f(x,y,2)

Is it enough?

No! radiance fields are not just RGB color
If we do like this, we loose directional dependency

https://en.wikipedia.org/wiki/Trilinear_interpolation
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Representing Radiance Field

Recall: So, what we need is:

Neural radiance fields For given (x,y,z) and direction (6, ¢),
Returns radiance (RGB)

é/v &" &/ Plenoptic function

L=f(xy720,¢)

0,9

5D function: (x,y,z,6, ¢)

Returns out going radiance
@ any 3D point, direction

How can we represent these kind of function in R3?
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Representing Function in R’

We can represent any function on bounded interval (1D) with:
= sin(x), cos(x)

. . . z
We can represent any function on unit sphere (3D) with: r.0, )
,T y Y
=>» Spherical harmonics e Emwa
0~mg
Orthonormal basis \f\/%“ §+::B' P"(cos ) sin(|m|g) ifm <0 AN \ |
function of solution VN I
from solving Y = ,/2“1 Py (cos 6) ifm =0 B % erarararayarar —Y
Laplace’s equation T NN A
on the Sphere \/_\/ i 7" (cos @) cos(mep) ifm>0 L ” O~2n-

https://en.wikipedia.org/wiki/Spherical_coordinate _system
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Spherical Harmonics

Just for understanding: sin, cos like basis function in 3D

l E Z, _l S m S l d.m=(0,0) 0.my=(0,0)

Positive
1=0 - - .

.0 g my={1.1)

Aoy =61,-1)

amy={.-1%  0my=(.0) domy=(1.1)

s

=1 @

o

Amp=(2,-2) amy=62,-13 ami=(2.0 d.my=(2. 1 4.m)=(2,2)

Ay =(2,-2) Amy=02.-1  0Lm=020 domi=(2. 1 4.my={2,2}

=2 089 & B o

Qmy=43,-3) qrmy=_33,-2) arm)=g3.-1) A =(3,0 domy=(3. 1) fomy={2.2) {.m) =13, 3}

Q.m)=4{3,-3} Qo) ={3,-2) dm)={3,-1) Aomh={3, 0 domd=(3, 1) o) ={(3.2) 0. m)=43, 3) ) - h | - '
1=3 s % ¢ 8 Kae QLUOC S
Visualized by radius Visualized by color

> Seen before? (recall Chemistry 101)

https://en.wikipedia.org/wiki/Table_of _spherical _harmonics# Visualization_of _Real_Spherical_Harmonics
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Spherical Harmonics + Computer Graphics

Many function on sphere (hemisphere) can be represented!

(Lm) = (0,0) (1,-1) (1,0) (L) (2,-2) (2,-1) (2,0) 2,2)

[]llllllll\

Sphere

View |

Basis Functions

Armadillo

View 2

Final Images
0.55 0.24 0.06 0.43 0.18 0.18 -0.23 -0.14 -0.07 (sum of scaled

Coefficients (L, ) basis functions)

View |

View 2

Manually Edited

Scaled Basis Functions

An Efficient Representation for Irradiance Environment Maps
[Ramamoorthi and Hanrahan, SIGGRAPH 2001]
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Plenoxels

Note that blue color here is for visualization
There is no negative radiance

n | L(X:V;Z)—Cloo‘ +a1 1(.+a109+a11 ._I_

Y.
Radiance field 0.0 1= 1,0 1,1
= “Plenoxel” (plenoptic function + Voxel)

Coefficients are stored: agg a1 1 Q19 A11 "

R * v © 9 coefficient / 1 color channel
et L - ® Interpolating
L —® & coefficients are enough!
Training ¢ : L 4

Image ) . .
a) Sparse Voxel Grid b) Trilinear Interpolation
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How About Loss Functions?

Y .\:g .“:! 3(!‘! Spherical
L) G Q) G - H
204 204 200 Harmonics
Predicted
- o A | Color
-

hd * ) Ray Distance
/ @ c) Volumetric Rendering
— 9 .
minmize L, eeon + ATV
Traini N . - {J’ Q}
raining ®
mage a) Sparse Voxel Grid b) Trilinear Interpolation d) Optimization

Simplification of NeRF Same as NeRF?

=> No, we need more regularization
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Total Variation Loss

mimmize L,econ + ATV

10, @}
1
Lrv = D \/A3V.d) + A3 (v, d) + A2(v,d)
dED)
Qi jk+1
A, (k). d) = Vel £ 15, K) = Va(i g, k)| AZ(v, d)
€L s Js ’ - 256/D$ N
TS ,],,], k
Dy:voxel grid resolution ~ A%(v,d) - Q NNNNNNNN A%} (v, d)
ko T Q. bt 1Lk
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Other +«a

Sparsity prior (real scenes) = Encourage voxels to be empty

Ls= A Zlog (1+20(ri(tr))?)
i,k Opacity

Beta-distribution regularizer (real 360 scenes) = Foreground should be either
fully opaque or empt
Lg= /\ﬁz log(Trc(r)) + log(1 — Tpea(r))) y opaq pty

Accumulated transmittance

Multi-sphere image (real 360 scenes) = Voxels are warped to sphere

Multi-Sphere
Image (MSI)

Multi-Sphere Image Renderin
.ﬁ 3 P g g

! ey 1. Intersect ray with each layer of MSI
2. Over composite colors ¢ and alphas &
of intersection points
i‘ N i—1
L C—Zc,-u,-n(l—n,).
i=1 =1

Neot opacity of layer i

Attal et al,, ECCV 2020, MatryODShka: Real-time 6DoF Video View Synthesis using Multi-Sphere Images
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Results

v ~-_
Ve

https://alexyu.net/plenoxels/
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Plenoxels; Radiance Fields without Neural Networks

Conclusion

+ Less train time
« Straightforward (Trilinear interpolation of voxels)
« Volume rendering is key part of NeRF

Limitations

- Suffers from artifacts
« Hard to find optimal weight of loss terms
« Scalability (Mip-NeRF)

JAXNeRF [ , ] Plenoxels

mimmize L,econ + ALTV
{0.@}
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Closing Remarks
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Closing Remarks
°
QuIz

1. Neural radiance field is the function that takes () dimensional
input and returns color (RGB) and density.

2. Any function on the unit sphere can be represented as linear
combination of ().



Closing Remarks

Take Home Messages

NeRF

1. How =>» Neural network + volume rendering
2. Radiance = Simple MLP
3. Positional encoding = High frequency detalil

Plenoxels

Improve speed
Plenoxels = Plenoptic function + voxel
Spherical harmonics = sin/cos function on unit the sphere

Radiance =» Trilinear interpolation of spherical harmonics coefficient
Additional loss terms for regularization

SEENERIINEES
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