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Neural Rendering?
2NeRF: Representing Scenes as Neural Radiance Fields for View Synthesis

Jon Barron, EGSR 2021 Keynote

NeRF

Recently, both are called “neural rendering”

Explicit,
narrow paradigm of 
“neural rendering”



Introducing NeRF
3NeRF: Representing Scenes as Neural Radiance Fields for View Synthesis

Neural network based differentiable volume Rendering

View synthesis

Method

What to solve



Problem Definition: View Synthesis
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Rendering at the novel view point with given images

It’s straightforward if we have scene geometry and light
But it’s challenging in the real world!

Instead, we can easily capture images

Input images Render
novel view image

(=Not observed)



Solving View Synthesis
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Reconstruct geometry 
(mesh, voxel) with texture

High-dimensional images
(MPI, MSI, Light field)

Reconstruct
implicit representation

Light Field Video
[Broxton et al., SIGGRAPH Asia 2019]

NeX
[Wizadwongsa et al., CVPR 2021]

NeRFOmniphotos
[Bertel et al., SIGGRAPH Asia 2020]

Neural Volume
[Lombardi et al., SIGGRAPH 2019]

DeepVoxels
[Sitzmann et al., CVPR 2019]

Jaemin Cho



Contributions
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• An approach for representing continuous scenes with complex geometry and 
materials as 5D neural radiance fields, parameterized as basic MLP networks

• A differentiable rendering procedure based on classical volume rendering 
techniques, which we use to optimize these representations from standard RGB 
images. This includes a hierarchical sampling strategy to allocate the MLP’s capacity 
towards space with visible scene content

• A positional encoding to map each input 5D coordinate into a higher dimensional 
space, which enables us to successfully optimize neural radiance fields to represent 
high-frequency scene content



NeRF Overview
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Recall: Neural network based differentiable volume rendering

Neural
Network

Volume
Rendering

I will explain this way



Concept of Volume Rendering
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“Volume”

Originally proposed in ~1980s

Cloud, smoke, fog, …

What we see

Ray

= Mixed samples

Sample

Discretized



Volume Rendering
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https://en.wikipedia.org/wiki/Volume_ray_casting

Ray casting Sampling Shading
(Color & density)

Compositing



Volume Rendering is Differentiable
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Digression: Path tracing also can be differentiable, but requires complex math [Zhang et al., SIGGRAPH 2020]

Nothing but exponential, add, multiply

[Max, Optical Models for Direct Volume Rendering, IEEE TVCG 1995]
[Max et al., Local and Global Illumination in the Volume Rendering Integral, 2010]
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Now What We Need?
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Ray casting Sampling Shading
(Color & density)

Compositing

Color & density at these points  Neural network



Neural Network
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Simple MLP (Multi-Layer Perceptron) is enough

In fact, it’s not enough… We need more: 𝛾𝛾 ⋅

𝐱𝐱: Position 𝑥𝑥,𝑦𝑦, 𝑧𝑧
𝐝𝐝: Direction 𝜃𝜃,𝜙𝜙 Density at 𝐱𝐱

RGB at 𝐱𝐱,
direction 𝐝𝐝



Positional Encoding
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Also called Fourier features

• This enables NeRF to reconstruct both high frequency and low frequency details
• Later, more details are analyzed at [Tancik et al., NeurIPS 2020]

[Tancik et al., NeurIPS 2020]



Training Pipeline
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Differentiable

𝐹𝐹𝛩𝛩
Train neural network that implicitly encode scene representation

Back propagation

“Neural radiance fields” Returns out going radiance
@ any 3D point, direction

Volume
Rendering

Train sample
= Each pixel Loss

Neural Network
Positional encoding

𝐹𝐹𝛩𝛩



Neural Radiance Fields
15NeRF: Representing Scenes as Neural Radiance Fields for View Synthesis

Returns out going radiance
@ any 3D point, direction

Fixed 3D point

Differ by
direction



Results
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https://www.matthewtancik.com/nerf

Video frames are made by view synthesis

https://www.matthewtancik.com/nerf


Results
17NeRF: Representing Scenes as Neural Radiance Fields for View Synthesis



NeRF Problems & Improvements
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Slow speed
 KiloNeRF, Plenoxels, FastNeRF, …
Kiseok Choi

Scale dependency (aliasing effect)
 Mip-NeRF, BACON, …

Requires accurate camera calibration
 NeRF in the Wild, BARF, NeRF--, …

Cannot handle dynamic scenes / moving objects.
 Nerfies, HyperNeRF, NeRFlow, D-NeRF, …
Jaehoon Yoo

Dongyoung Choi, Kiseok Choi
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Problems of NeRF
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NeRF Model Novel View ImageInput Images

Training Rendering

1~2 day 30 seconds

Slow speed



Why This Happens?
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𝑥𝑥
𝑦𝑦
𝑧𝑧

𝑑𝑑

NeRF

R G B

for each image
for each pixel (800, 800)

for each sample (256)
Eval NeRF network

~163 million neural network evaluation / 1 image
You have to sample densely in ℝ5

𝜎𝜎

Angjoo Kanazawa, Real-time rendering of NeRFs with PlenOctrees, ICCV 2021 Workshop

526,688 weights



Introducing Plenoxels
22Plenoxels: Radiance Fields without Neural Networks

Without neural network

NeRF

Plenoxels

Voxel grid + interpolation + 𝜶𝜶



Contributions
23Plenoxels: Radiance Fields without Neural Networks

• Train a radiance field from scratch, without neural networks, while 
maintaining NeRF quality and reducing optimization time by two orders of 
magnitude

• An explicit volumetric representation, based on a view-dependent sparse 
voxel grid without any neural networks

• Plenoptic volume elements named Plenoxel, which consists of a sparse voxel 
grid in which each voxel stores opacity and spherical harmonic coefficients



Plenoxels Overview
24Plenoxels: Radiance Fields without Neural Networks

I will explain this way



Without Neural Network?
25Plenoxels: Radiance Fields without Neural Networks

Ray casting Sampling Shading
(Color & density)

Compositing

NeRF: Color & density at these points  Neural network

Other ways?Interpolate these
grid values



Recall: Bilinear Interpolation
26Plenoxels: Radiance Fields without Neural Networks

How can we get intermediate color with given image grid?

Interpolation (bilinear): super simple, super fast

= + + +x x x x



Voxel Grid Interpolation
27Plenoxels: Radiance Fields without Neural Networks

So, can we do this in 3D?  Yes, trilinear interpolation

Is it enough?
No! radiance fields are not just RGB color

If we do like this, we loose directional dependency

https://en.wikipedia.org/wiki/Trilinear_interpolation

Color = 𝑓𝑓(𝑥𝑥,𝑦𝑦, 𝑧𝑧)



Representing Radiance Field
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5D function: (𝑥𝑥,𝑦𝑦, 𝑧𝑧, 𝜃𝜃,𝜙𝜙)

Recall:
Neural radiance fields

Returns out going radiance
@ any 3D point, direction

How can we represent these kind of function in ℝ3?

So, what we need is:
For given (𝑥𝑥,𝑦𝑦, 𝑧𝑧) and direction (𝜃𝜃,𝜙𝜙),

Returns radiance (RGB)

Plenoptic function
𝐿𝐿 = 𝑓𝑓(𝑥𝑥,𝑦𝑦, 𝑧𝑧,𝜃𝜃,𝜙𝜙)

𝜃𝜃,𝜙𝜙

𝑥𝑥,𝑦𝑦, 𝑧𝑧



Representing Function in ℝ3
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 sin 𝑥𝑥 , cos(𝑥𝑥)

We can represent any function on bounded interval (1D) with:

We can represent any function on unit sphere (3D) with:

 Spherical harmonics

https://en.wikipedia.org/wiki/Spherical_coordinate_system

0~𝜋𝜋

0~2𝜋𝜋

What ???????

Orthonormal basis 
function of solution 

from solving  
Laplace’s equation 

on the sphere

Fourier series: 𝒂𝒂𝒏𝒏 𝒄𝒄𝒄𝒄𝒄𝒄 𝒏𝒏𝒏𝒏 + 𝒃𝒃𝒏𝒏𝐬𝐬𝐬𝐬𝐬𝐬(𝒏𝒏𝒏𝒏)



Spherical Harmonics
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Visualized by radius Visualized by color

 Seen before? (recall Chemistry 101)

https://en.wikipedia.org/wiki/Table_of_spherical_harmonics#Visualization_of_Real_Spherical_Harmonics

Positive

Negative

Just for understanding: sin, cos like basis function in 3D

𝒍𝒍 = 𝟎𝟎

𝒍𝒍 = 𝟏𝟏

𝒍𝒍 = 𝟐𝟐

𝒍𝒍 = 𝟑𝟑

𝒍𝒍 ∈ ℤ,−𝒍𝒍 ≤ 𝒎𝒎 ≤ 𝒍𝒍



Spherical Harmonics + Computer Graphics
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An Efficient Representation for Irradiance Environment Maps
[Ramamoorthi and Hanrahan, SIGGRAPH 2001]

Many function on sphere (hemisphere) can be represented!



Plenoxels
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𝐿𝐿 𝑥𝑥,𝑦𝑦, 𝑧𝑧 = 𝑎𝑎0,0 + 𝑎𝑎1,−1 + 𝑎𝑎1,0 + 𝑎𝑎1,1 + ⋯

Coefficients are stored: 𝑎𝑎0,0 𝑎𝑎1,−1 𝑎𝑎1,0 𝑎𝑎1,1 ⋯

𝑌𝑌0,0 𝑌𝑌1,−1 𝑌𝑌1,0 𝑌𝑌1,1

Interpolating
coefficients are enough!

Radiance field
 “Plenoxel” (Plenoptic function + Voxel)

9 coefficient / 1 color channel

Note that blue color here is for visualization
There is no negative radiance



How About Loss Functions?
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Simplification of NeRF Same as NeRF?

 No, we need more regularization



Total Variation Loss
34Plenoxels: Radiance Fields without Neural Networks

𝑖𝑖, 𝑗𝑗,𝑘𝑘

𝑖𝑖 + 1, 𝑗𝑗,𝑘𝑘 𝑖𝑖, 𝑗𝑗 + 1,𝑘𝑘

𝑖𝑖, 𝑗𝑗,𝑘𝑘 + 1

Δ𝑥𝑥2 𝐯𝐯,𝑑𝑑 Δ𝑦𝑦2 𝐯𝐯,𝑑𝑑

Δ𝑧𝑧2 𝐯𝐯,𝑑𝑑

𝐷𝐷𝑥𝑥: voxel grid resolution



Other +𝜶𝜶
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Sparsity prior (real scenes)

Beta-distribution regularizer (real 360 scenes) 

Multi-sphere image (real 360 scenes)

Attal et al., ECCV 2020, MatryODShka: Real-time 6DoF Video View Synthesis using Multi-Sphere Images

 Encourage voxels to be empty

 Foreground should be either 
fully opaque or empty

Opacity

Accumulated transmittance

Voxels are warped to sphere



Results
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https://alexyu.net/plenoxels/

https://alexyu.net/plenoxels/


Conclusion
37Plenoxels: Radiance Fields without Neural Networks

• Less train time
• Straightforward (Trilinear interpolation of voxels)
• Volume rendering is key part of NeRF

• Suffers from artifacts
• Hard to find optimal weight of loss terms
• Scalability (Mip-NeRF)

Limitations
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Closing Remarks

Spring 2022 CS580 Student Presentation



Quiz
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Neural radiance field is the function that takes (      ) dimensional 
input and returns color (RGB) and density.

1.

Any function on the unit sphere can be represented as linear 
combination of (      ).

2.



Take Home Messages
40Closing Remarks

1. How  Neural network + volume rendering
2. Radiance  Simple MLP
3. Positional encoding  High frequency detail

1. Improve speed
2. Plenoxels = Plenoptic function + voxel
3. Spherical harmonics = sin/cos function on unit the sphere
4. Radiance  Trilinear interpolation of spherical harmonics coefficient
5. Additional loss terms for regularization

NeRF

Plenoxels
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