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Class Objectives
●Data-driven RL 

● Offline RL algorithms
● Online finetuning from offline initializations
● Making all this work with big scalable models (unclear yet)
● Covered in draft of my book

2 Ack.: Sergey Levine’s talk slides



From Modern data-driven AI (Estimation) to 
Goals: Rethinking Foundation Models
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Emergent Behavior in RL vs. Human-Like 
Imitation in Data-Driven Models
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So, where are we now?
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The Recipe?
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What can we accomplish when combining data 
and optimization?
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What do we need to figure out?
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To break this down..
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What do we expect offline RL to do?
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Off-policy RL: a quick primer
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Some principles for offline RL
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"Stabilizing Off-Policy Q-Learning via 
Bootstrapping Error Reduction"
NeurIPS 2019



Some principles for offline RL
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Conservative Q-learning
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"Conservative Q-Learning for Offline Reinforcement Learning."
NeurIPS 2020



What about online finetuning?
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Example
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Simple solution: Calibration
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The method: Cal-QL
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Cal-QL: Calibrated Offline RL Pre-Training for Efficient 
Online Fine-Tuning, NeurIPS 23



How about working with big models?
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Offline Q-Learning on Diverse Multi-Task 
Data Both Scales and Generalizes, ICLR 23



The representation learning mystery
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"DR3: Value-Based Deep Reinforcement Learning Requires Explicit 
Regularization“ NeurIPS 2021

TD learning updates value functions based on the 
difference between the predicted value and a 
new, partially observed value—hence, “temporal 
difference.”



Summary and takeaways
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Next Time
●Robotics foundation models
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Homework
● Come up with one question on what we have discussed today

● Write a question two times before the mid-term exam

● Browse two papers
● Submit their summaries online before the Mon. Class
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