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About the Instructor
● Joined KAIST at 2007

●Main research focus
● Handling of massive geometric data for various 

computer graphics and geometric problems

●Research for the topic
● Studied on nearest neighbor search about 10 

years
● Moved to image search around 5 years ago
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●Handle massive data for various computer 
graphics and geometric problems

● Paper and video
● http://sglab.kaist.ac.kr/papers.htm

● YouTube videos
● http://www.youtube.com/user/sglabkaist

Main Research Focus
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Web-Scale Visual Data and Novel 
Applications
● Visual data are widely used for various 

communication and, and are more widely 
consumed at Web and mobile devices
● YouTube, Facebook, Flickr, etc. 

● Processing them requires scalable 
algorithms

●Web-scale visual data can enable new 
applications
● Photo tourism, 
● Scene completion, etc. 
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About the Course
●We will focus on the following thing:

● Broad understanding on image retrieval 
techniques and classification
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Content-Based Image Retrieval 
(CBIR)
● Identify similar images given a user-

specified image or other types of inputs
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● Identify similar images given a user-
specified image or other types of inputs

Content-Based Image Retrieval 
(CBIR)

Input

Extract image 
descriptors (e.g., 

SIFT)
Web-scale 

image database

Output
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Applications
● Search
● Image stitching
●Object/scene/location recognitions
●Robot motion planning
● Copyright detection
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Object Detection
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Robot Motion Planning

Autonomous robot
http://www.youtube.com/watch?v=3SQiow-X3ko
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Possible Application Domains

8/6/2014

Visual 
Search

Finding & 
Organization

Image/Video 
Recognition

Detection & 
Semantic  

Segmentation

Image/Video 
Editing

Sketching & 
Painting
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Issues for Web-Scale Multimedia 
Search
● Too many multimedia data and frequent 

updates

● Accuracy?
● Performance?
●Novel applications?
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It took a few seconds to get this result 
on my desktop computer.
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Key Components
● Image representations
● Indexing algorithms
●Matching methods
● Classification, Localization, etc.

● Apply image search (or nearest neighbor 
search)

● Data-driven approach
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Image Representations
● SIFT, GIST, etc.
● Invariant to different transformations
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Image Retrieval
● At pre-processing, build an database for 

efficient retrieval at runtime

query

result
Image 
feature

Database



22

Image Retrieval
● At pre-processing, build an database for 

efficient retrieval at runtime

query

result
Image 
feature

Database

vocabulary 
trees, hashing, 
and inverted 

files
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Image Retrieval: Runtime 
Procedure

query

result
Image 
feature

Database

Query image
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query

result
Image 
feature

Database

Query image

Similar image(s)

Image Retrieval: Runtime 
Procedure
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Image Retrieval with Spatially Constrained Similarity Measure

[Xiaohui Shen, Zhe Lin, Jon Brandt, Shai Avidan and Ying Wu, CVPR 
2012]
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Resource
● Reference

● Computer vision: algorithms and applications
●Its file is available (http://szeliski.org/Book/)
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Other Resources
● Technical papers

● CVPR, ICCV, ECCV, ACM MM, SIGGRAPH, etc.
● Computer vision resource 

(http://www.cvpapers.com/)
● Course homepages
●Google or Google scholar
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K-Means Clustering
● Minimizing the within-cluster sum of squares 

(WCSS)
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PA2
●Understand and implement a basic image 

retrieval system
●Use the original UKBenchmark



24

Learning and Recognition
●Nearest neighbor
● SVM
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Overview of kd-Trees
● Binary spatial subdivision 

(special case of BSP tree)
● Split planes aligned on main axis
● Inner nodes: subdivision planes
● Leaf nodes: points
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2D Example with Triangles
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2D Example with Triangles
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2D Example with Triangles
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2D Example with Triangles



35

Nearest Neighbor Search with 
kd-tree
●Goal: find k nearest neighbors given a point

● Commonly identify approximate, not exact 
nearest neighbors

● Apply a depth-first search
● Traverse the tree with a stack

●Or, we can apply a best-bin first search
● Traverse more promising nodes first

● Traverse until we visit a certain number of 
nodes
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Hashing techniques
● Kd-trees are not scalable
●Hashing arise as better technology
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Learning and Recognition
●Nearest neighbor
● SVM
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Next Time…
●Nearest neighbor search using hashing



Hashing Techniques
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Image Retrieval

Finding visually similar images
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Image Descriptor
High dimensional point

(BoW, GIST, Color Histogram, etc.)
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Image Descriptor
High dimensional point

(BoW, GIST, Color Histogram, etc.)Nearest neighbor search (NNS)
in high dimensional space
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Challenge

BoW GIST

Dimensions 1000+ 300+

1 image 4 KB+ 1.2 KB+

1B images 3 TB+ 1 TB+
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Binary Code

11000

11000

11001

00001

00011

00111
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Binary Code

11000

11000

11001

00001

00011

00111

* Benefits
- Compression
- Very fast distance computation 
(Hamming Distance, XOR)
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Hyper-Plane based Binary Coding

0
1
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Hyper-Plane based Binary Coding
10
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Good and Bad Hyper-Planes

Previous work focused on 
how to determine good hyper-planes
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Previous Work

● Random hyper-planes from a specific distribution
[Indyk STOC 1998, Raginsky NIPS 2009]

● Spectral graph partitioning 
[Yeiss, NIPS 2008]

● Minimize quantization error 
[Gong, CVPR 2011 oral session]

● Independent component analysis 
[He, CVPR 2011 oral session]

● Support Vector Machine 
[Joly, CVPR 2011]
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Components of Spherical 
Hashing 

● Spherical hashing

● Hyper-sphere setting strategy

● Spherical Hamming distance
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Components of Spherical 
Hashing

● Spherical hashing

● Hyper-sphere setting strategy

● Spherical Hamming distance
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Spherical Hashing [Heo et al., 
CVPR 12]

0
1
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Spherical Hashing [Heo et al., 
CVPR 12]
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Hyper-Sphere vs Hyper-Plane

Average of maximum distances within a partition:
- Hyper-spheres gives tighter bound!

open
closed
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Components of Spherical 
Hashing

● Spherical hashing

● Hyper-sphere setting strategy

● Spherical Hamming distance
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Good Binary Coding [Yeiss 2008, He 2011]

1. Balanced partitioning

2. Independence

<
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Intuition of Hyper-Sphere Setting

1. Balance 2. Independence
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Hyper-Sphere Setting Process

Iteratively repeat step 1, 2 until convergence.
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Components of Spherical 
Hashing

● Spherical hashing

● Hyper-sphere setting strategy

● Spherical Hamming distance
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Max Distance and Common ‘1’

111

011

010

110

100 001101

Common ‘1’s

: 1
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Max Distance and Common ‘1’

111

011
110

101

Common ‘1’s

: 2
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Max Distance and Common ‘1’

Common ‘1’s: 1 Common ‘1’s: 2

Average of maximum distances between two
partitions: decreases as number of common ‘1’
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Spherical Hamming Distance (SHD)

SHD: Hamming Distance divided by the number
of common ‘1’s.
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Results

384 dimensional 1 million GIST descriptors
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Results

960 dimensional 1 million GIST descriptors
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Results

384 dimensional 75 million GIST descriptors
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Summary

● The need of binary code embedding

● Spherical binary code embedding
● Uses spherical hashing for tighter bounds
● Iterative process to achieve balance and independence
● Spherical Hamming distance
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PQ:	Product	Quantization	[Jegou	et	al.,	TPAMI	2011]
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Distance	Computation	in	PQ

Figures	are	from	[Jegou	et	al.,	TPAMI	2011]

Symmetric	Distance Asymmetric	Distance



DPQ:	Distance	Encoded	PQ
• DPQ	encodes	quantized	distance	from	the	center	as	
well	as	the	cluster	index	in	each	subspace.

PQ	example DPQ	example



Distance	Computation	in	DPQ

Symmetric	Distance Asymmetric	Distance

Distance	quantization	boundary Cluster	boundary



Results	on	GIST‐1M‐960D

Symmetric	distance Asymmetric	distance

1000‐nearest	neighbor	search	mAP
OPQ:	Optimized	PQ	[Ge	et	al.,	CVPR	2013]
SpH:	Sperical	Hashing	[Heo	et	al.,	CVPR	2012]
ITQ:	Iterative	Quantization	[Gong	and	Lazebnik,	CVPR	2011]



Results	on	BoW‐1M‐1024D

Original	Data

1000‐nearest	neighbor	search	mAP
SD:	Symmetric	distance
AD:	Asymmetric	distance
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Conclusions
● Visual data are exploding!
● Image search is one of key techniques for 

various application including classification
● Processing them requires scalable 

algorithms
● Hashing techniques for nearest neighbor search

● Codes are available

http://sglab.kaist.ac.kr/software.htm
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